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Simple physical models are taken to calculate thermal and electronic contributions to absorption 
coefficients in A1. N-beam systematic calculations are interpreted by means of 2-beam theory, making 
possible a comparison with the experimental values of Watanabe. The mean absorption coefficient 
agrees to within 25 per cent. Spherical aberration and thermal diffuse scattering within the objective 
aperture are shown to explain the poorer agreement for the anomalous absorption coefficient. It is con- 
cluded that weak beams are significant in the measurement of absorption coefficients. Weak systematic 
beams are shown to have a significant effect on the positions of the thickness fringe maxima. A brief com- 
parison of 2- and N-beam rocking curves is given. 

Introduction 

The theoretical interpretation of absorption coefficients 
in electron diffraction has been considered by several 
authors, but has been incomplete. Many-beam calcu- 
lations including absorption have been reported for 
example by Howie & Whelan (1960) for A1 and by 
Goodman & Lehmpfuhl (1967) for MgO. However, 
they compared experiment with arbitrary models for the 
absorbing potential V~, such as V~ oc V~. On the other 
hand, Meyer (1966) compared absorption coefficients 
for Si calculated on physical models with experimental 
values, by mean of 2-beam theory. In the present paper, 
many-beam calculations are combined with absorption 
coefficients based on physical models of the inelastic 
processes for A1. The theoretical values can then be 
compared with those measured from elastic Bragg 
beams by Watanabe (1964, 1966), and the importance 
of weak beams studied. Detailed attention is paid 
to systematic errors in the experiments which tend to 
increase the apparent values of the mean absorption 
coefficient and particularly of the anomalous absorp- 
tion coefficients. 

Calculation of absorption coefficients for AI 

The principal contributions to inelastic scattering in 
A1 come from phonon, plasmon and single electron 

excitations. The absorption coefficients due to each of 
these processes are calculated in this section, using 
approximate theories to describe each process. 

(a) Thermal diffuse scattering 
Hall & Hirsh (1965) gave expressions for the mean 

and anomalous absorption coefficients due to thermal 
diffuse scattering,/to TDs and/zg TDs respectively, using an 
Einstein model to describe the lattice vibrations. They 
found 

/-to TDs= 2--~2-~z I f2(s ) [ 1 -  exp(-2Ms)]sds  (1) 
£2 

and 
]./gTDS---- ~Z II -~- f ( s ) f ( s - g )  [ exp ( - M g ) -  

exp ( - { M  s +M~.,})]sdsd~0 (2) 

where the scattering vector s lies on the Ewald sphere, 

2 sin 0 
and s -  2 for a scattering angle 20. The usual 

Debye-Waller factor is exp ( - M s )  , and f2 is the unit- 
cell volume. 

Equations (1) and (2) were derived by treating the 
incident wave as a Bloch wave, using 2-beam theory, 
and the thermal diffuse waves as plane. However, 
Pogany (1968) has shown that the same results for 
/z0 TDs, and/to TDs for all reflexions g, are obtained if the 
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elastic scattering is treated as N-beam dynamic. Also, 
Hall (1965) found that the use of a many-phonon 
Debye model gives absorption coefficients within a 
few per cent of those based on the Einstein model. 
Therefore, (1) and (2) were used to find the contribu- 
tion to absorption from thermal scattering, using nu- 
merical integration, and the change of coordinates de- 
scribed by Hall & Hirsch.* The parametric fit given by 
Doyle & Turner (1968) was used to find f(s) for Isl <4,  
and the Rutherford scattering formula was used for 
Isl > 4. Values calculated for A1 111 systematics at 40 
kV and 300°K are listed in Table 1. 

Table 1. Calculated absorption coefficients for 111 
systematic reflexions of AI at 40 kV 

Units: x 10 .3 A -1 
g t ip flTDS riSE ptotal 

000 1"448 0-667 0.235 2.350 
111 0"591 0"053 0"644 
222 0"440 0.047 0"487 
333 0"288 0.038 0-326 
444 0.165 0"029 0.194 
555 0"081 0"020 0"101 
666 0.032 0"013 0.045 
777 0"007 0"008 0"015 
888 -0.003 0"004 0.001 

(b) Plasmon excitation 
Ferrell (1957) showed that the path length A for 

excitation of a plasmon of energy AE, by an incident 
electron of energy E, is given by 

1 _ dO [ ]0EG- I (20 )  
d 

A 2zca0 [(20)z+o~J 
Here, dO is an element of solid angle at an angle of 
scattering 20, a0 is the Bohr radius, and 0g =AE/2E. 
The factor G-a(20) resulted from the time-dependent 
Hartree self-consistent field used, and did not appear 
in the simpler theory (Ferrell, 1956). Writing x=20/Oe, 
the absorption coefficient po e is readily shown to be 

1 OE 11 xa-l(x) 
~oe= A = ao ~o x2+(OE/Oc) 2 d x .  (3) 

Ferrell (1957) gave expressions for G-l(x) for x near 
0 and 1, and interpolated graphically for intermediate 
values. This method has been used in the present work 
(Fig. 1). Again, he gave a cut-off angle 0c in good agree- 
ment with the experimental value found by Watanabe 
(1956) for A1, for which it follows that 

Oc=0.74(Eo/E)I/z 

where E0 is the Fermi energy. 

* Note that the transformation between coordinate systems 
as stated by Hall & Hirsh is incorrect. Their expressions for 
Isl and Is-gt should be interchanged, and in their notation, 
the parameter Y is given by 

2gs" ~o" Y= --~-- cos Vl/22-s'2/4 . 

The numerical calculations reported by them appear to be 
based on this correct expression. 

By the use of these data for 0c and G -1,/toe was found 
by evaluating (3) numerically. The contribution of sur- 
face plasmons, and their effect on the volume plasmons 
(Ritchie, 1957) are omitted. The value for A1 at 40 kV 
appears in Table 1. 

(c) Single electron excitation 
Although more complex theories have been given 

(Whelan, 1965; Ohtsuki, 1967; Pogany, 1968), the 
single electron contribution will be small compared 
with those already considered for AI, so that we may 
follow the treatment of Heidenreich (1962) without 
introducing serious error. He divided the electronic 
contribution into two parts: 

(i) Excitation of the AP + core, for which he took 
a point core model. The present approach differs from 
that of Heidenreich only in that a relativistic expression 
is used for the one-electron core cross-section per atom, 
~0e, and the effect of thermal vibration is included via 

a-'(x) 
1 

, 

I 
I 

I 

\ 
\ 

I \ \ \  

0"~ 

10"5 1 

Fig. 1. The factor G-I(x), where x=20/Oe, for the calculation 
of the plasmon contribution. The dashed lines are the asymp- 
totic expressions given by Ferrell (1957). 
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the Debye-Waller factor, as shown by Ohtsuki (1965). 
Then, it is easily shown, using the relativistic expression 
for ee given by Massey (1952), that (137)   

rcmoe2f2 -ff In zj_~_ exp ( -  Mg), (4) 

where 
a=rce/2E 
y=m/mo 
. =  E/(moc2~,) 

-A~z= (AE>av/(moc27) 
F =  ),0c(c~ + 2)/(~ + 1)2. 

B is given by a sum over core electrons. Values of B 
and the average core excitation energy (AE>av are 
quoted by Heidenreich (1962) for AP +. 

(ii) Scattering by the conduction electrons, taken to 
be free. The small angle scattering is represented by 
the plasmon excitation already considered. The large 
angle scattering is treated classically in the present 
work, using the Rutherford scattering cross-section 

16EZf2sin40 (5) 

where A is the number of conduction electrons per unit 
cell (3 for A1). The total cross-section is then given by 

CF=2rc I ~(20) sin (20)d(20) . (6) 
20rain 

Classically, the response of an electron is small if the 
interaction time is long compared with the natural 

Intensity 

I/ / / / / / ' - .  

1000 A Thickness 

Fig. 2. N-beam thickness fringes for the 111 retie×ion in AI at 
40 kV, with that retie×ion satisfied. The dashed curves re- 
present the envelope of fringes. The intensity is normalized 
to a unit incident beam, therefore representing a probability. 
This procedure is used throughout the present paper. 

period of oscillation (see Massey (1952) for a discus- 
sion of this point). The minimum angle of scattering 
20rain is therefore taken to correspond to these two 
quantities being equal. Then, we find 

( h2e2)M ~ 1/4 
20min = (7) 

\ moeoOE 2 ] " 

Ferrell (1957) showed that single electron excitation of 
conduction electrons does occur for all 20 # 0, but that 
it will be small at low angles compared with plasmon 
excitation. The use of 20rain above is therefore a further 
approximation. 

Substituting (5) and (7) into (6), the single electron 
contribution to/to from the free electrons is given by 

/tsEF_ hza(ov he2a ( A )1/2 
2rcm2f2 - 82E m0~y3f2e03 " (8) 

Values of/to sE, given by the sum of contributions from 
equations (4) and (8), and/tsE, found from (4) with 
g #  0, are listed in Table 1. 

Mean absorption coefficient 

Absorption has been included in dynamical calcula- 
tions by allowing the potential to become complex. 
The Fourier coefficients, Vg, for the potential of a 
centrosymmetrical crystal are then given by 

vg = vg r + ivg ~ 

where Vg r are the usual coefficients of the thermally 
smeared out potential, and 

vd =/tg/2a . 

Many-beam calculations using the multi-slice pro- 
gram of Turner (1967) have been performed for A1 111 
systematics, with absorbing potentials calculated as 
described above, and real potentials based on the 
atomic scattering factors of Doyle & Turner (1968). 
Single fundamental unit-cell layers were used, and 13 
beams were included, from the 666 reflexion through 
to the 666 reflexion. Provided the Fourier coefficients 
out to the eighth order reflexion were included, for 
both real and absorbing potentials, when finding the 
projected potential of the unit cell, accurate numerical 
results were obtained. These theoretical thickness 
fringes are then interpreted using 2-beam theory, al- 
lowing the effect of weak beams on the measurement 
of absorption coefficients to be estimated, and making 
possible a comparison between the calculated and ex- 
perimental values. 

Fig.2 shows thickness fringes for the 111 reflexion 
of A1 at 40 kV, calculated with that reflexion exactly 
satisfied. The apparent value of/to on the 2-beam ap- 
proximation, (2)/t0, is found using pairs of fringes, and 
the usual expression 

In/ 2AN 

where ~g is the 2-beam extinction distance, and 2AN 
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is the difference between the top and bottom curves 
at the Nth peak height (see Fig.2, and Metherall 
(1967a) for a discussion). Table 2 shows values of (2)/t0 
calculated in this way from both dark and bright field 
images for A1 at 40 kV. ~ was taken as 425 .~ to cor- 
respond with the value used by Watanabe* (1964). 

Table 2. Vahles of mean absorption coefficient 
Theore t ica l / /o=2 .35  x 10-3 A-1 

Units:  x 10 -3 A -1 
Dark  field Bright field 

Peaks used (2)//0 (2)//0 
1,2 2.24 2-25 
2,3 2-13 2.09 
3,4 2.22 2-30 
4,5 2-23 2.67 
5,6 2"22 1.71 

(2)//0av 2"21 2"20 
Experiment* 3.24, 3-20 2.98, 3.02 

* Watanabe (1964) measured these values from elastic 
scattering only with a M611enstedt-type energy filter. 

The larger spread of values found from the bright 
field illustrates the greater deviation of this reflexion 
from the 2-beam approximation. The average values 
of (2)/t0, (2)/t~)v, a re  lower than the theoretical/t0 because 
of the large value of ~g used. Again, (2)pSv is almost 
equal for bright and dark field, whereas the experi- 
mental value from the dark field is significantly higher. 
This may be caused by spherical aberration in the dark 
field experiment, which decreases contrast and there- 
fore increases the apparent mean absorption. The 
bright field experimental value may then be more suit- 
able for comparison with theory. Even this is subject 
to systematic errors tending to increase (Z)po, some of 
which will be considered in the following section. Com- 
paring the values in bright field, it is concluded that 
the theoretical and experimental values of/to agree to 
within 25 per cent. Also, it is apparent from Table 2 
that the effect of weak beams is significant in deter- 
mining/t0, since (2)/t~v is significantly different from/t0.1" 

A further comparison can be made with the experi- 
ment of Watanabe (1966) for A1 111 at 75 kV. The 
theoretical /t0 value is 1.355 x 10 -3/k -1. The appro- 
priate 2-beam interpretation of this gives (z)/tS~= 
1.15 x 10 -3, which is to be compared with Watanabe's 
experimental value from dark field fringes, 1.70 x 10 -3. 
The percentage difference is comparable with that for 
dark field at 40 kV in Table 2, so we may again expect 
the experimental value to be too high. 

* The many-beam extinction distance for the 111 reflexion 
in this case is 367 A. The difference is due about  equally to 
Watanabe 's  use of the non-relativistic expression for ~g, and 
to the effect of weak beams. The different atomic models used 
for v~ r are relatively unimpor tant .  

I" If ~ is found using the relativistic 2-beam expression, 
2//0av is only slightly higher than /to. However,  the 2 and 
many-beam extinction lengths are different by about  8 per 
cent in this case, so that  the more  accurate agreement of / /0  
values nmst  be considered fortuitous. 

Anomalous absorption coefficient 

We have seen that the calculated value of lt0 is within 
25 per cent of the experimental value. On the other 
hand, Watanabe (1964) found /t11,//t0=0.4 for AI at 
40 kV, whereas the theoretical value from Table 1 i s  
0-27. This corresponds to about 50 per cent difference 
between theory and experiment for/t111. In this section, 
a method for determining (2),//111, convenient for the 
present work, is established, then used together with 
approximate treatments of several systematic errors 
critical in the measurement of Pill tO explain the ap- 
parent discrepancy. 

Anomalous absorption coefficients found from thick- 
ness fringes have generally been measured using the 
so-called 'centre curve' (Hashimoto, 1964). Since it is 
required to study deviations from the 2-beam predic- 
tion at different thicknesses, (2)/t,11 is found in the fol- 
lowing way: 

On 2-beam theory, it is apparent that the minima 
of the thickness fringes, I~v in, lie on the curve 

exp (-/t0z) [ cosh (/t111 Z) - -  1] 

when the 111 reflexion is exactly satisfied. Provided 
z < 1//t111, it readily follows that 

(z)/t 1 ~2/~gexp ( P°z~' [ ~ - )  ] 2 ) exp (---P ,/lmin _ ~/l~i,, 11 Y ' t N +  1 

(9) 
where the Nth minimum in the fringes occurs at z~,. 

Using (9), values of (z)/t,11 can be calculated from 
pairs of minima in the fringes, and an average value 
(2)p~l' , found, when the 2-beam condition is satisfied. 
The value of/to used is 2.21 × 10 -3 A -1, since theoret- 
ical dark field fringes will be considered. 

Several systematic errors in measuring p,,, will now 
be treated. 

(a) Thermal diffuse scatterhN under the objective aper- 
ture 

From the N-beam systematic calculations of thermal 
diffuse scattering (TDS) of Doyle (1969), it appears 
that TDS near the innermost Bragg reflexion does not 
generally differ from the kinematic value by more than 
about a factor of 2. Integrating dynamical TDS over 
the objective aperture is unduly complicated for the 
present purposes, and in any case multi-phonon pro- 
cesses were not included. Also, it is apparent from the 
calculations of Doyle that TDS is strongly affected by 
dynamical interactions other than 2-beam. This is be- 
cause strong TDS occurs well out in the diffraction 

~ Objective aperture 
ooo 

Fig. 3. The objective aperture in reciprocal space. 
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pattern, in contrast to the case of Bragg beams, for 
which most intensity is contained within 2 beams only. 
Since TDS will produce at best only weak fringe con- 
trast, the 2-beam treatment (Natta, 1968) offers little 
advantage for the present work over an almost kine- 
matic theory. The latter will therefore be used, to- 
gether with a one-phonon Debye model. 

Kinematically, the cross-section per unit crystal 
thickness for scattering by a phonon of wave vector 
2nu lying on the Ewald sphere (Fig. 3) can be written 

P ' ( s ) -  s2f2(s)h coth hv_____uu (10) 
20V[22U 2KT " 

Here, 0 is the crystal density, v is the phonon velocity, 
assumed constant, K is Boltzmann's constant and T 
the absolute temperature. It has been assumed that the 
polarization vectors are orthogonal. Allowing TDS to 
follow a Poisson distribution, and remembering that 
intensity is lost from elastic and quasi-elastic waves at 
a rate approximately given by exp [ -  (po e + pSE)z], TDS 
under the aperture may be written as 

p~DS(z) = Cz exp (-p0z)  (11) 
where 

C= l P'(s)du. (12) 
d objective 

aperture 
Since the 2-beam condition is satisfied in the case 

of interest, a pole occurs in P'(s) at the 111 position. 
This is overcome by noting after Takagi (1958) that 
dynamical thermal scattering is essentially forbidden 
for phonon wave vectors less than 27~/~111. Inserting 
(10) into (12) and integrating over the aperture, C is 
given approximately by 

1030 27[KT,;L2vrl]l 
C= 47.872 Qv2a 2 [ln(sinhy)] 

where 

and 

hu 
Ymin-- 2KT 1/~Xll 

hv 0"18 
Ymax-  2KT a 

Ymax fik_l (13 )  
Ymin 

The phonon velocity, v, was found from the Debye 
temperature as described for example by Hall (1965). 
The value of Ymax corresponds to the objective aper- 
ture size used by Watanabe (1964). TDS under the 
aperture in his experiment is estimated, from (11) and 

(13), by 
P ]r~S(z) = 2"79 x 10-Sz exp ( - ItoZ), (14) 

with z in A. 
This expression should be adequate for the present 

purposes, but may tend to be low in general, since 
multi-phonon single- and multiple-scattering processes 
have been ignored. 

(b) Spherical aberration 
The effect of spherical aberration on (2)/qll measured 

from the dark field can be estimated from the values 
of P0 listed in Table 2. In dark field, the envelope of 
fringes is given by exp ( -pgz ) ,  and by exp ( -pgz )  in 
bright field. Since the shapes of fringes at the peaks 
and valleys are similar, it seems reasonable to attribute 
half the decreased contrast in dark field to a decrease 
of the peak intensities, and half to an increase in the 
minimum intensities. Then, the additional intensity at 
the minima due to spherical aberration is given by 

Ap0 
PSl~ (z) ~_ -~--  z exp ( -pgz )  (15) 

where Ap0=/ lg- /zg=0-22× 10 -3 A -1 in Watanabe's 
experiment. 

(c) Convergence of  incident beam 
Taking the angular spread of the incident beam as 

5 × ]0 -4 radian corresponds to an increase in the ap- 
parent extinction distance by about 1 per cent, and in 
the values of I Pv ~n by about 10 per cent. The effect of 
this on (2)/~11~ is small compared with TDS or spherical 
aberration. However, more highly convergent incident 
beams, perhaps used to obtain greater intensity in an 
experiment, can become an important source of error, 
and should be avoided. 

(d) Additional effects 
Oxide layers formed on the surface, and the crystal 

support film, are ignored. Metherall (1967b) showed 
that the former tends to increase and sometimes de- 
crease the apparent value of/10; it will presumably 
increase/zlu values, since 1~ in would be increased. It is 
supposed that the focusing of the image and the tilt 
setting of the crystal do not introduce any important 
errors. Any error in these would increase the measured 
values of both P0 and /hu .  

We are now in a position to study the effect of weak 

Minima used 
1,2 
2,3 
3,4 

(2)]2111 av 

Table 3. Values of  anomalous absorption coefficient from dark field 
Theoretical ]2111 =0.644 x 10-3 A-1 

Units: x 10-3 A-a 
(2)]2./111BB (2)]2111BB+TDS (2)]2111BB+SA (2)]2111BB+TDS+SA 

0"79 0"96 l'21 1 "32 
0"61 0"65 0"61 0"65 
0"72 0"73 0"66 0"68 
0"71 0"78 0"83 0"88 

BB, Bragg beams. 
TDS, thermal scattering within objective aperture. 
SA, background due to spherical aberration. 

(2)ill 11 TDS+SA 

1 "07 
0"45 
0"22 
0.58 
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beams, TDS under the aperture and spherical aber- 
ration on the measurement of/zm. Table 3 lists values 
calculated using (14) and (15) for the additional inten- 
sity at the positions zar. The greater effect of the back- 
ground scattering on (2)/1m values found from low 
thickness is due to both (14) and (15) being propor- 
tional to z exp (-p0z)whereas Imin is approximately 
proportional to z2 exp(--H0z), provided z < 1//hn. The 
background intensity is therefore relatively greater at 
low thickness. 

When both important contributions to the back- 
ground are included, (2)[/1~ I is 0.88 x 10 -3 t~k -1, com- 
pared  with the theoretical value of 0.644 x 10 .3 A~ -1. 
Remembering that the apparent value of/z0 was de- 
creased, the experimental ratio/zm/p0 is predicted to be 
0.88 x 10-3/2.21 x 10 .3 =0.4 .  

This is the value measured by Watanabe (1964). 
While the exact agreement should not be taken as 
significant, it is clear that the systematic errors in- 
volved in the experiment are of the correct order of 
magnitude to explain the apparently worse agreement 
for/tin than for/z0. If the values of I~r in in (9) are taken 
as equal to the background intensity only, omitting 
the contributions due to the Bragg beams themselves, 
it is seen from Table 3 that (2)/zl] [ is found to be 
0.6 x 10 .3 A -z. [t o values lower than this could not be 
measured without reducing the background. Spherical 
aberration could be countered by the use of high reso- 
lution dark field techniques. TDS can be reduced by 
using low temperatures, remembering of course that 
the absorption coefficients themselves are dependent 
on temperature (as well as voltage and orientation). 
Reducing the aperture size gives some lowering in 
TDS, but (11) and (13) suggest that this approach does 
not offer such great improvement as might be anti- 
cipated. 

The range of values of (2)/zm, and the difference of 
their average from the theoretical value, show that it is 
desirable to account for weak beams in the determi- 
nation of anomalous absorption coefficients. This con- 
clusion was also reached by Goodman & Lempfuhl 
(1967), who used convergent beam methods together 
with an N-beam interpretation to find a value of/~200 
for MgO significantly lower than those measured by 
earlier workers. 

Rocking curves 

Difficulty in fitting the centre and amplitude curves of 
thickness fringes for different tilts with the 2-beam 
theory has been reported for example by Uyeda & 
Nonoyama (1965) for MgO. While their experiment 
was performed without energy filtering, and will there- 
fore be affected by inelastic scattering as well, it is in- 
structive to compare the total elastically transmitted 
intensity, I T, on 2- and N-beam theories for various 
crystal tilts. (The centre curve on 2-beam theory is just 
IT~2.) Fig. 4 makes such a comparison for two thick- 
nesses of A1 111 systematics at 40 kV, using the values 
of ptotal given in Table 1. 

In general, 2-beam theory predicts the shape of the 
I T curve well, though of course failing to produce the 
characteristic asymmetry around higher order reflex- 
ions, which becomes sharper with increasing thickness. 
The 2-beam theory slightly overestimates the elastic 
transmission for most tilts, and produces a small in- 
crease near zero tilt which is eliminated by the weak 
beams for this crystal. The agreement for the individual 
beams is not as good, as for example for the bright field 
rocking curve shown in Fig. 5. 

Position of thickness fringe maxima 

Including absorption in 2-beam theory, Goringe (1967) 
showed that the maxima in thickness fringes will be 
shifted from the position half-way between the minima, 
as is predicted when absorption is ignored. He ex- 
pressed results in terms of a parameter &, defined as 
the fraction of the extinction distance by which a par- 
ticular maximum is shifted. A negative value of & im- 
plies that the peak is shifted towards lower thickness. 
Table 4 gives values of 6 on N-beam theory without 
absorption, and on N-beam and 2-beam theories, using 

Total Intensity 

0'4 

0.3 . . . . . . . . . . . . . . . . . .  

/ q /  (498 A) 
/ / 

0'2 

0"02 / "" ~ ", 1 / /-- . ._ \ . ,  (1986 A) 

o/..__.o.1 . . . . . . .  2 

e 111 20 111 

Fig.4. Total  elastically transmitted intensity as a funct ion of 
t i l t  for  two thicknesses of A|  111 systematics, using N-beam 
and 2-beam (dashed curve) theories. The dotted fine is 
e×p ( - l t 0z ) ,  representing the transmission in the absence of  
the Borrmann effect. 
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the theoretical values of/z0 and lza calculated at 75 kV 
as described above. The effects of weak beams and of 
absorption on the values of d are seen to be of com- 
parable importance. Thus while Goringe argued that 
the effect of absorption on 6 would be significant in 
measuring absorption coefficients, it is apparent that 
weak beams must also be included. 

Table 4. Values of  d in dark field 

AI 111, 75 kV. The 111 reflexion is satisfied. 
N-beam 2-beam 

Fringe No With With 
number absorption absorption absorption 

1 - 0.008 - 0.034 - 0.035 
2 -0.014 -0.063 -0.034 
3 + 0.024 - 0.006 - 0-033 
4 - 0.016 - 0.031 - 0.032 

D i s c u s s i o n  

It has been shown that the experimental and theoret- 
ical values of P0 for A1 agree to within 25 per cent. 
The theoretical value is subject to the approximations 
discussed above. The apparently worse agreement for 
/zlU may partly be explained in terms of systematic 
errors inherent in the experiments. 

The experimental determination of absorption coef- 
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Fig.5. Comparison of 2-beam (dashed curve) and N-beam 
rocking curves for the bright field of A1 111 systematics 
at 498 N thickness. 

ficients should be interpreted using N-beam theory, 
taking care that crystals are tilted to truly systematic 
orientations. While two-dimensional dynamical calcu- 
lations are certainly possible (Fisher, 1968; Turner, 
1967), they involve lengthy computations due to the 
large number of beams required, and complicate the 
experiment unduly unless systematic orientations do 
not exist for a particular crystal. When dark field 
fringes are used, high resolution dark field techniques 
should be employed. For the measurement of anom- 
alous absorption coefficients, thermal diffuse intensity 
under the objective aperture can be lowered by re- 
ducing the temperature and aperture size. The beam 
incident on the specimen must not deviate significantly 
from parallel illumination. The importance of oxide 
layers, and of filtering out inelastically scattered elec- 
trons, is already well known. Finally, 'nominal '  micro- 
scope voltages do not seem to be sufficiently reliable. 
Therefore, it is necessary to measure the voltage at 
which an experiment is carried out before comparing 
the results with theoretical absorption coefficients. 

The author is indebted to Dr P.S.Turner  for per- 
mission to use his N-beam computer program, and to 
Professor J. M. Cowley for his critical reading of the 
manuscript. This work was partly supported by a grant 
from the Australian Research Grants Committee. 
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